J Med Syst (2016) 40: 140
DOI 10.1007/510916-016-0497-2

@ CrossMark

PATIENT FACING SYSTEMS

Smartphone-Based Patients’ Activity Recognition by Using
a Self-Learning Scheme for Medical Monitoring

Junqi Guo'? « Xi Zhou? - Yunchuan Sun? - Gong Ping?> - Guoxing Zhao? - Zhuorong Li>

Received: 31 December 2015 / Accepted: 11 April 2016 /Published online: 22 April 2016

© Springer Science+Business Media New York 2016

Abstract Smartphone based activity recognition has recently
received remarkable attention in various applications of mo-
bile health such as safety monitoring, fitness tracking, and
disease prediction. To achieve more accurate and simplified
medical monitoring, this paper proposes a self-learning
scheme for patients’ activity recognition, in which a patient
only needs to carry an ordinary smartphone that contains com-
mon motion sensors. After the real-time data collection
though this smartphone, we preprocess the data using coordi-
nate system transformation to eliminate phone orientation in-
fluence. A set of robust and effective features are then extract-
ed from the preprocessed data. Because a patient may inevi-
tably perform various unpredictable activities that have no
apriori knowledge in the training dataset, we propose a self-
learning activity recognition scheme. The scheme determines
whether there are apriori training samples and labeled catego-
ries in training pools that well match with unpredictable activ-
ity data. If not, it automatically assembles these unpredictable
samples into different clusters and gives them new category
labels. These clustered samples combined with the acquired
new category labels are then merged into the training dataset
to reinforce recognition ability of the self-learning model. In
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experiments, we evaluate our scheme using the data collected
from two postoperative patient volunteers, including six la-
beled daily activities as the initial apriori categories in the
training pool. Experimental results demonstrate that the pro-
posed self-learning scheme for activity recognition works very
well for most cases. When there exist several types of unseen
activities without any apriori information, the accuracy
reaches above 80 % after the self-learning process converges.
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Introduction

Activity recognition has recently attracted increasing attention
in the field of mobile health, which generates effectively new
solutions for safety monitoring, fitness tracking and disease
prediction. For instance, when abnormal actions of solitary
elders or postoperative patients such as falling down are de-
tected, nursing staff or family members receive a warning
message immediately so that sick people can receive prompt
medical attention [1]. Besides, nutritionists can estimate a per-
son’s daily calorie consumption through continuous activity
recognition and provide personalized suggestions on a healthy
diet [2]. For the purpose of disease prediction, it is probable
that the old people have a disease such as Alzheimer’s disease,
Parkinson’s disease or epilepsy if their actions often deviate
from normal habits and activities [3].

To the best of our knowledge, the existing activity recog-
nition methods can be divided into two major categories: tra-
ditional methods [4, 5] and sensor-based methods [6—8].
Because of the rise of mobile health applications, sensor-
based methods receive more attention than traditional
methods. Regarding solution accuracy and simplification dur-
ing practical use, smartphone-based methods [9, 10] have
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been gradually recommended as a substitute for sensor-based
methods because the latter may deploy redundant and compli-
cated sensor devices on human bodies. Modern smartphones
usually have various built-in motion sensors such as acceler-
ometers, gyroscopes and magnetometers, which makes it
much easier to capture users’ activity data and recognize their
activities in real time using an ordinary smartphone.

However, the performance of smartphone-based activity
recognition methods may be easily affected by two problems.
The first problem is the variation of smartphone orientations
and positions. The phone orientation in a pocket is usually not
fixed, and one phone may be placed in different positions of the
body. Thus, most of the current work needs to train different
models for different phone orientations or different pocket po-
sitions through a large number of experiments, which greatly
increases system complexity. The other problem is there is no
aprior information (such as activity type label, type number and
training samples) in the training dataset for “unknown activi-
ties”. In this paper we define “known activities” and “unknown
activities” as follows: “known activities” are those activities
whose categories have already existed in the training dataset
containing large training samples, whereas “unknown activi-
ties” are those activities whose categories have never been re-
corded in the training dataset, which also means there is no
apriori information. Because there may exist a great number
of unpredictable activities in a person’s daily life, it is unrealis-
tic to collect sample data for all types of activities for training or
add all activity categories into the training dataset.

For the first problem mentioned above, researchers have
proposed some feature extraction methods to manage it
[11-15]. Sun et al. [16] considered six pocket positions and
four phone orientations. They extracted several features, in-
cluding the mean, variance, correlation, energy, and entropy,
and then trained a support vector machine (SVM) classifier for
activity identification. Apiwat et al. [17] used a mobile phone
embedded with a tri-axial accelerometer and collected data for
sixteen different phone orientations. Although their
projection-based method could manage the variation of device
orientations, they still suggested selecting different models for
different phone positions.

For the second problem mentioned above, most existing
methods can only recognize ‘“known activities” with training
data, whereas “unknown activities” cannot be classified cor-
rectly because there is no labeled category or data sample in
the training sets. Considering the diversity of actual activities
and the limitation of training sets, “unknown activity” recog-
nition is of practical significance. Cheng et al. [ 18] proposed a
“zero-shot learning” approach to recognize previously unseen
activities. They used semantic attributes to represent patient
activities, and then developed a two-layer attribute-based
learning algorithm for recognition. User feedback was also
employed to reinforce the recognition accuracy. Although
the approach could recognize new activities by generalizing

@ Springer

knowledge, there was a limitation that semantic attributes
were manually defined, which greatly increased implementa-
tion complexity. Yin et al. [19] presented a novel two-phase
approach to detect abnormal activities using one-class SVM
and kernel nonlinear regression. However, sensor data were
assumed to contain few abnormal actions in their approach,
which may not be appropriate for real data collection.

In this paper, we propose a self-learning data analysis
scheme for patients’ activity recognition. For simplicity, a pa-
tient only needs to carry an ordinary smartphone that contains
some common motion sensors such as an accelerometer, gy-
roscope and magnetometer, so that sensor data can be contin-
uously collected in real time though this device. To solve the
first problem mentioned above, sensor data are preprocessed
using coordinate system transformation to eliminate phone
orientation influence. A set of robust and effective features
are then extracted from the preprocessed data. To solve the
second problem mentioned above, we propose a self-learning
activity recognition scheme that contains the following: 1) a
novelty detection algorithm based on a kernel null Foley-
Sammon transform (KNFST), to determine whether sensor
data result from “known activities” or “unknown activities”;
2) a random forest algorithm for the classification of “known
activities™; 3) a t-distributed stochastic neighbor embedding
(t-SNE) algorithm for the dimension reduction of “unknown
activity” data; 4) a density-based spatial clustering of applica-
tions with noise (DBSCAN) algorithm for “unknown activity”
data clustering, where the clustered “unknown activities” can
be labeled as new categories. These sample clusters with new
category labels are then merged into the training dataset to re-
train the KNFST-based novelty detector and the random forest
classifier, so that the recognition ability of the self-learning
model can be reinforced. By conducting experiments, we
evaluate our scheme by using the data collected from two
postoperative patient volunteers, including six labeled daily
activities as the initial “known activity” categories.
Experimental results prove that the proposed self-learning
scheme for activity recognition works very well for most
cases. The average accuracy converges to almost above
80 % when there exist various unknown activities in
experiments.

To date, we have found few related studies on self-learning
scheme for patients’ activity recognition based on
smartphones. Ho et al. [20] conducted some closely related
research. They proposed a self-reconfigurable activity recog-
nition algorithm based on active learning. However, their ex-
periments were implemented within an intelligent home envi-
ronment filled with many sensors for data collection. By con-
trast, the testee in our scheme only needs to carry an
ordinary smartphone, which greatly simplifies system
implementation.

The remainder of this paper is organized as follows. In
“Data acquisition and preprocessing” section, we describe
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data acquisition based on a smartphone and data preprocess-
ing using coordinate system transformation. “Feature extrac-
tion” section presents feature extraction, in which a set of
robust and effective features are listed. In “The self-learning
activity recognition scheme” section, we propose the entire
self-learning framework which contains several algorithms
for different purposes. In “Experiments” section, experiments
are given for performance evaluation and comparison. Finally,
we draw conclusions in “Conclusions” section.

Data acquisition and preprocessing
Smartphone-based data acquisition

An ordinary smartphone (e.g., Apple iPhone 6 and Samsung
Galaxy Note 3) usually has abundant built-in motion sensors,
such as an accelerometer, gyroscope, magnetometer, gravity
accelerometer and linear accelerometer, which makes it much
easier to capture a user’s activity data in real time. The sensors
involved in our scheme and the corresponding data definition
are listed in Table 1.

Note that the sensor data above are measured in the
smartphone coordinate system instead of the conventional
earth coordinate system. As shown in Fig. 1, a smart-
phone coordinate is the coordinate system relative to the
phone screen in its default orientation; thus, the directions of
the smartphone coordinate axes change together with the
change of screen orientation. Generally, the phone orientation
in a pocket is usually not fixed. Some people carry a phone
vertically, while others place it horizontally. Moreover, the
device orientation may be unsteady all the time because of
body movements. Therefore, values of sensor data measured
in the smartphone coordinate system are inevitably and easily
affected by orientation variation. All sensor data should be
rotated into the earth coordinate system to eliminate differ-
ences in orientation variation, which will be further discussed
in “Data preprocessing” section.

Another problem is the variation of the smartphone posi-
tion on bodies. Different positions of a phone on human bod-
ies can also significantly affect motion sensor measurements.
For example, acceleration data collected by a smartphone in a
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Fig. 1 Smartphone coordinate system

coat pocket remain consistent with the whole body accelera-
tion, whereas additional acceleration derived from swinging
legs also exists in sensor data when the smartphone is placed
in a trouser pocket. Therefore, it is necessary to select features
that are robust and effective to prevent performance degrada-
tion due to position variation, which will be further discussed
in “Feature extraction” section.

To collect and upload patient activity data in a real envi-
ronment, we develop an application (APP) program based on
the Android platform which contains several functions such as
data acquisition, data uploading and information annotation
including activity types, orientations and positions, as shown
in Fig. 2. Detailed parameters for data acquisition, such as
sampling frequency, duration, number and type of initial
“known activities”, will be provided for the experimental
stage discussed in “Experiments” section.

Table 1 Motion sensors

Description

involved in our scheme Sensor Unit
Accelerometer mis®
Gyroscope radls
Magnetometer uT
Gravity accelerometer mis*
Linear accelerometer mls®

Acceleration along the three axes (x, y, z)

Angular velocity around the three axes (x, y, z)

Geomagnetic field intensity along the three axes (X, y, z)
Gravitational acceleration along the three axes (X, y, z)

Linear acceleration without gravity along the three axis (X, y, z)
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Fig. 2 APP interface for data acquisition

Data preprocessing
Coordinate system transformation

We present a coordinate system transformation method, which
rotates all sensor data into the earth coordinate system to man-
age the variation of device orientations. By doing this, data
deviation derived from orientation variation can be eliminated.

Generally, coordinate system transformation is implement-
ed by using a rotation matrix R from one coordinate system to
another as follows:

/
X

Y| =R
Zl

(1)

N oR

Fortunately, the application programming interface (API)
for Android application development has already provided a
function “getRotationMatrix” which can directly calculate the
rotation matrix R from the smartphone coordinate system to
the earth coordinate system. We can find this function in the
help document of Android developer. This function only re-
quires sensor values of gravity accelerometer and
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magnetometer as two input parameters to compute the rotation
matrix R. Then values of two parameters in the earth coordi-
nate system can be obtained as follows:

linear_acc_earth = R-(acc—gravity) (2)

gyro_earth = R-gyro (3)

where: acc and gyro denote the acceleration and angular ve-
locity in the smartphone coordinate system, respectively, and
linear_acc_earth and gyro_earth are the linear acceleration
and angular velocity in the earth coordinate system, respec-
tively. gravity denotes gravitational acceleration. Because acc
contains a gravitational acceleration component, the linear
acceleration created only by the patient’s movement can be
obtained through acc minus gravity.

Furthermore, because smartphone orientation information
is helpful for identifying activities, we employ another func-
tion, “getOrientationto”, which has also been defined in the
Android API to calculate smartphone orientation parameters,
as follows:

Orient = (azimuth, pitch, roll) (4)

where: as shown in Fig. 3, azimuth represents the azimuth
angle which rotates around the axis perpendicular to the earth
ground; pitch represents the pitch angle which rotates around
the axis along the east-west direction of the earth; roll repre-
sents the roll angle which rotates around the axis along the
north-south direction of the earth.

We have five types of sensor data (accelerometer, gyro-
scope, magnetometer, gravity accelerometer and linear acceler-
ometer) by direct measurement as described in “Smartphone-
based data acquisition” section. After coordinate system trans-
formation, three calculated values (linear_acc_earth, gyro -
earth and Orient) are also acquired. Each of these eight phys-
ical quantities contains three-axis components. Considering
time sampling, all the sensor data over the entire observation
duration can be represented as 24 time series or a 24 x N data
matrix, where N denotes the sampling number.

Z

T\ J Pitch

Fig. 3 Smartphone orientation defined by three attitude angles
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Data segmentation

We use a fixed-size sliding window with 50 % overlapping to
divide the 24 x N data matrix mentioned above into slices.
Assume that the activity type, device position and orientation
are all constant within a sliding window. A data fragment can
be denoted as a Tetrad as follows:

Tetrad = (slice, type, position, orientation) (5)

where slice represents a 24 x M data matrix and M denotes the
sampling number within a window. By sliding the time win-
dow, we obtain a series of Tefrad which can be jointly repre-
sented as follows:

Preprocessed_Data = [Th Ts, ..., TUszM)/Mﬂ (6)

where 7; denotes the i-th Tetrad. | x| rounds x to the nearest
integer towards minus infinity.

Feature extraction

The Preprocessed Data in Eq. (6) contains meaningful infor-
mation for recognizing patient activities, in addition to much
noise. Selecting optimal features can not only extract more ef-
fective information from raw data contaminated by noise, but
also considerably reduce the amount of data. For the purpose of
comprehensively representing the characteristics of each activity
and preventing performance degradation due to smartphone po-
sition variation, we present a set of robust and effective features
based on previous studies [21-23]. The features chosen in this
paper can be classified into three categories: descriptive statis-
tics, correlation coefficients and zero-crossing rate.

Descriptive statistics

Descriptive statistics can reveal statistical characteristics of
data very well, which may reflect statistical rules of human
activities. Moreover, these characteristics are also very easy to
calculate. We use seven common statistical indicators: the
mean, standard deviation, maximum value, minimum value,
50 % quantile, skewness and excess kurtosis, among which
skewness and excess kurtosis are given as follows:

()
()
P ()]
(. 6))

where X denotes the arithmetic average of the data samples.

(7)

skewness =

excess kurtosis =

(8)

Correlation coefficients

Correlation coefficients describe the correlation between two
random variables. We use two common correlation coeffi-
cients: Pearson’s correlation coefficient and Spearman’s rank
correlation coefficient, which are given by:

_ E[(X—py)(Y—py)]
Pxy = P )

Pspearman = 2. <xi_x) (y Y )
\/Zi(x,-—)‘c) Z i()’i‘?)

where: E[-] denotes mathematical expectation; py and py
represent the expectation of X and Y, respectively; oy and
oy represent the standard deviation of X and Y, respective-
ly. As mentioned in “Data preprocessing” section, we ob-
tain eight physical quantities after coordinate system trans-
formation, each of which contains three-axis components.
For each physical quantity, we calculate correlation coeffi-
cients between each two axes (e.g., X and ¥, Yand Z, X

and 7).

(10)

Zero-crossing rate

The zero-crossing rate has been widely used in the field of
speech recognition and music retrieval. It can also be used for
feature extraction of human activities, since people’s activities
usually have repeatability, and the zero-crossing rate is a good
index for repeatability description. In addition, it is very easy
to calculate. The zero-crossing rate is given by:

1 T-1
zer = ﬁZt:l sgn{s,s,—1 < 0} (11)

where: s is a signal of length 7} the function sgn{w} is equal
to 1 or 0 when the value of w is true or false, respectively.
Here we calculate the zero-crossing rate of the data for each
axis.

Finally, we extract all the above parameters from each
slice in Eq. (5) and combine them to obtain a feature vector
x, while the activity type in accordance with this x is #pe in
Eq. (5). Therefore, the entire Preprocessed Data in Eq. (6)
can be converted into a training dataset that is denoted as
follows:

training_dataset = {s1,82, """, Sy} (12)
where s; denotes the i-th training sample given by:

si = (xi, type;) (13)
where x; denotes the i-th feature vector and #ype; represents

the activity type to which x; belongs.
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The self-learning activity recognition scheme
Framework of the self-learning scheme

We have obtained a training dataset in Eq. (12) for activity
classification. However, it is unrealistic to collect all types of
activity samples for training, since there exist a great number
of unseen activities in a patient’s daily life. As mentioned
before, we assume that “known activities” represent those
activities whose categories have already labeled in the training
dataset with large training samples, while “unknown activi-
ties” mean those activities whose categories have never been
recorded in the training dataset. Obviously, when it comes to
“unknown activities”, traditional data classifiers have no abil-
ity to identify them accurately. Therefore, it is of practical
significance to recognize both the known and unknown activ-
ities. Here we propose a self-learning activity recognition
scheme, which can adaptively distinguish whether sensor data
result from “known activities” or “unknown activities”, and
then automatically learn new categories from the “unknown
activities” to reinforce ability of activity recognition by itself.
The framework of the self-learning scheme is shown as
follows:

As shown in Fig. 4, the self-learning framework contains
several main modules as follows:

*  Module I: Novelty detection. A kernel null Foley-
Sammon transform (KNFST) [24, 25] based novelty de-
tection algorithm is proposed to automatically determine
whether test data belong to “known activities” or “un-
known activities”;

Fig. 4 Framework of the self-
learning scheme

*  Module 2: Classification of “known activities”. A random
forest algorithm [26, 27] is employed to generate a classi-
fier. Sensor data belonging to “known activities” can be
further classified into several known categories, which
also means patients’ activities are recognized.

*  Module 3: Clustering of high-dimensional “unknown ac-
tivity” data. Since “unknown activity” data are usually
represented with high-dimensional feature vectors, we
employ a t-distributed stochastic neighbor embedding (t-
SNE) algorithm [28] for dimension reduction, combined
with a density-based spatial clustering of applications with
noise (DBSCAN) algorithm [29] for low-dimensional da-
ta clustering.

The proposed scheme creatively integrates novelty detec-
tion, classification of “known activity” data, clustering of
high-dimensional “unknown activity”” data and feedback into
a comprehensive self-learning framework. The detailed work-
ing procedure can be described as follows:

» Step I: Training. Train the KNFST-based novelty detector
in Module I and the random forest classifier in Module 2
according to the training dataset in Eq. (12).

» Step 2: Recognition. Determine whether test data belong
to the “known activity” type by using the KNFST-based
novelty detector. If so, import the data into the random
forest classifier for activity recognition; if not, import the
data into a data pool of unknown activities for the follow-
ing self-learning.

» Step 3: Self-learning. When the data of unknown activities
accumulate enough in the pool, start up a self-learning

Test data

Novelty Detection

update the model

Train data
/ KNFST
update Y;:s A NOV
the model | Classifier Unknown
random forest Data Pool
X v accumu]ate‘enough data
Dimension
Reduction
t-SNE
New
Clustering
Data DBSCAN
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process. Firstly, reduce the dimension of the data repre-
sented with high-dimensional feature vectors by using the
t-SNE algorithm. Next, cluster the data with the DBSCAN
algorithm to put similar unknown activity data into the
same category. Thirdly, label each cluster manually to give
each category of unknown activity a class name. Note that
artificial labelling is just to give each cluster a concept that
people can understand. In fact, new classes have been
automatically learned by the self-learning model.
Furthermore, the self-learning process will converge to a
stable state when all types of unknown activities are
learned and there is no new labelling, which could be
easily achieved under the condition that the activity type
is limited for a patient after the surgery and there is no
diverse type of activities.

» Step 4: Feedback and update. These sample clusters with
new category labels are merged into the original training
dataset to retraining the KNFST-based novelty detector
and the random forest classifier, so that ability of the
self-learning model can be reinforced.

Note that the framework of the proposed self-learning
scheme contains four important algorithms: the KNFST-
based novelty detection algorithm, the random forest algo-
rithm, the t-SNE algorithm and the DBSCAN algorithm,
among which the latter three algorithms are proposed by some
previous studies, whereas the first one is proposed by us on the
basis of the KNFST. Therefore, we will discuss the KNFST-
based novelty detection algorithm in details below.

The KNFST-based novelty detection algorithm

As mentioned above, determining whether test data belong to
“known activities” or “unknown activities” is vital for the
subsequent self-learning process. In some scenarios such as
nursing observation, we are not interested in recognizing all
types of activities, but only pay close attention to several spe-
cific activity types. For example, we are only concerned about
some basic rehabilitation activities (e.g., lying-down, and
walking) and several dangerous activities (e.g., a sudden tum-
ble) for elder care. As for other trivial activities, we just need
to predict them to be “unknown” and don’t care about their
specific types. In the field of machine learning, the problem of
identifying whether a test sample belongs to a known type or
not is defined as “novelty detection”. Novelty detection
proves to be a complicated problem for high dimensional data
[30-33]. Unfortunately, sensor data have been represented as
high-dimensional feature vectors after feature extraction, as
mentioned in “Feature extraction” section, which makes the
design of novelty detection in our scheme more complicated.
To solve this problem, we propose a novelty detection
algorithm based on the kernel null Foley-Sammon transform
(KNFST). Experiments in “Experiments” section demonstrate

that it is better than some existing novelty detection algorithms
in recognition accuracy.

KNFST [34, 35] is a mapping transformation which at-
tempts to map the samples of the same class into a single
point, while the samples of different classes are mapped into
different points, respectively. Based on this transformation, we
implement novelty detection as follows:

» Step I: Training. Relying on the KNFST, find out an op-
timal transformation matrix W according to the training
data. By using this transformation matrix, samples of the
same class are mapped into a single point which is defined
as the central point of this class. Optimization of W en-
sures that the within-class scatter is equal to 0, while the
between-class scatter is as large as possible.

» Step 2: Definition of novelty score. If we obtain a new
observation sample y whose class is unknown, implement
the same transformation on y by using W to acquire its
projection point in the mapping space. Define “novelty
score” of y as the smallest distance from its projection
point to central points of all classes, which is represented
as follows:

NoveltyScore(y) = 121i<nc distance{t*, t([)} (14)

As is shown in Fig. 5, samples of Class 1, 2 and 3 are
respectively mapped to £, #® and #* after mapping transfor-
mation. Also, the test sample y is projected to the point #*.
Distances from 7* to £V, /® and #* are d,, d, and ds, respec-
tively. It is obvious that the smallest distance is d,, which is
regarded as the novelty score of the observation sample y. If'y
belongs to a known class, its novelty score is inevitably small.
Otherwise, y is mapped far away from central points of all
classes, which leads to a large novelty score of y. Therefore,
the novelty score reveals possibility whether a test sample
belongs to an unknown class. The larger the novelty score
is, the more likely the sample is from an unknown class.

»  Step 3: Threshold-based Decision. An appropriate thresh-
old ¢ should be selected for decision. If the novelty score
of a test sample is larger than the threshold, it can be
regarded as the “unknown activity”’; otherwise, the sample
belongs to the “known activity”. Threshold-based
Decision is represented as follows:

NoveltyScore(y) > §
NoveltyScore(y)<é

unknown
known

Class(y) = { (15)

Note that the value of the threshold § plays a key role in
decision accuracy. Generally, the optimal value of § is often
given by experiments. Here we give a practical method for
threshold selection. Firstly, separate one third of training
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samples from the whole training dataset to be regarded as the
testing dataset. Train the novelty detector by using the rest two
third of samples in the training dataset. Next, acquire novelty
scores of all samples in the testing dataset. Assume that these
scores obey a normal distribution, estimate the standard devi-
ation o. Select =20 as the optimal value of the threshold.

Pseudo-codes of the KNFST-based novelty detection algo-
rithm are given in Appendix.

Experiments
Data acquisition

In order to achieve data collection in a real environment, we
develop an APP (application) program based on the Android
platform which contains several functions, such as data ac-
quisition, data uploading and information annotation includ-
ing activity types, orientations and positions. Meanwhile, we
employ a “Java+ Spring” framework to develop a set of
application programming interface (API) for the server, so
that a smartphone can upload its sensor data to the server.
Data are finally stored in the MySQL database for activity
recognition.

To verify the robustness of the proposed scheme under
the condition of different smartphone orientations and posi-
tions, we consider 4 different orientations (vertically inward,
vertically outward, horizontally inward and horizontally out-
ward) and 2 positions (coat pocket, and trouser pocket), as
shown in Figs. 6 and 7, respectively. All training data in
experiments are collected from two patient volunteers re-
cruited by us. We select 6 types of activities (walking, run-
ning, going upstairs, going downstairs, standing and sitting)
as the initial “known activity” types to build a training
dataset. Note that these types of activities are common dur-
ing a patient’ postoperative and rehabilitation periods.
Volunteers keep doing each type of activity with each orien-
tation and each position for 5 min, so that two volunteer

@ Springer

generate the training data with the total amount of 4 (orien-
tations) X 2 (positions) x 6 (activity types) x 2 (volunteers) x 5
(minutes) =480 min. In addition, the sampling frequency is
set as 25Hz. Note that the sampling frequency can be ad-
justable according to the energy consumption of smart
phones.

After data acquisition, we implement data preprocessing and
feature extraction as described in “Data preprocessing” section
and “Feature extraction” section. Finally, we build a training
dataset including 24,925 labeled samples in total. Figure 8 shows
data volume of each type of activity in the training dataset.

Evaluation criteria

For multivariate classification, accuracy is a typical and com-
mon index to evaluate classification performance. Here we
employ “accuracy” to evaluate activity recognition perfor-
mance of the proposed self-learning scheme. It is defined as
the percentage of correctly predicted samples in the whole
sample set, which is given by:

n

1
Accuracy(y, y) = Z [:lsgn{fh‘ = yi}

where: y and § represent the real type vector and the predicted
type vector, respectively; y; and y; denote the i-th element of'y
and ¥, respectively; n is the number of test samples; the func-
tion sgn{w} is equal to 1 or 0 when the value of w is true or
false, respectively.

(16)

Experimental results
Performance of the proposed feature extraction method

As mentioned in “Feature extraction” section, we have select-
ed three categories of features: descriptive statistics, correla-
tion coefficients and zero-crossing rate. To verify the feasibil-
ity and efficiency of these feature parameters, we compare our
method with other two feature extraction methods: the
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Fig. 6 Four orientations of
smartphones

vertical_outside

Yunus’s method [21] and the Jennifer’s method [36]. To en-
sure fairness of the comparison, we employ the same training
dataset, testing dataset and classifiers for all the three feature
extraction methods. Both a random forest classifier and a sup-
port vector machine (SVM) classifier are employed for data
classification.

Figure 9 shows accuracy performance of different feature
extraction methods. Obviously, our feature extraction method
is better than other two methods, no matter whether we use the
random forest classifier or the SVM classifier for data
classification.
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Fig. 7 Two positions of smartphones
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Performance of the proposed KNFST-based novelty detection
algorithm

To evaluate performance of the KNFST-based novelty detec-
tion algorithm proposed in “The KNFST-based novelty detec-
tion algorithm” section, we compare it with other two com-
mon novelty detection algorithms: One-class SVM [32] and
Binary SVM [33]. In addition, we employ a “Random” meth-
od as the baseline of novelty detection performance. The prin-
ciple of the “Random” method is to guess whether the test data
belong to the known or unknown activities only by using the
ratio of known and unknown samples in the training dataset,
so it can be regarded as the simplest and worst novelty detec-
tion method with a little above 50 % detection accuracy.
Figure 10 shows accuracy performance of the four novelty
detection algorithms when there exists only one type of un-
known activity, in which “kernel” denotes our algorithm, and
the label above each sub-figure stands for one type of un-
known activity. From the figure, we can see that the detection
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Fig. 8 Data volume of the training dataset
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Fig. 9 Accuracy performance of "
the three feature extraction 0
methods 1.0r
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accuracy of our algorithm is much higher than others in all
situations. Besides, we find that the accuracy of our algorithm
is always higher than 80 % except when the unknown cate-
gory is “standing” or “sitting”. The reason is that “standing”
and “sitting” are two similar human activities for sensors. The

T T
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 randomforest
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body is quiescent under both “standing” and “‘sitting” states,
which makes the algorithm difficult to distinguish them.
There are 15 different combinations when we simulta-
neously select 2 types as unknown activities from the total 6
activity types. Figure 11 shows the accuracy performance of
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Fig. 10 Accuracy performance of the four novelty detection algorithms.
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the proposed novelty detection algorithm when there are two
types of unknown activities. Among the 15 combinations,
accuracy of 7 combinations reaches about 90 %. The highest
accuracy reaches 96 % and the corresponding combination is
“standing + sitting”. Moreover, accuracy of the rest 8 combi-
nations is 70 %~80 %. Note that these 8 combinations have
something in common: one of the “standing” and “sitting” is
the unknown type and the other is the known type. As is
mentioned before, it is difficult for the algorithm to distinguish
“standing” and “‘sitting”. Therefore, when both of them belong

Fig. 12 Dimension reduction
result for unknown activity data
by using the t-SNE. (Unknown
activities: Run and Upstairs)

to the unknown types, we obtain higher detection accuracy,
since we needn’t distinguish them from each other. But when
one of them belongs to the unknown type and the other be-
longs to the known type, we obtain lower accuracy.

Performance of the proposed self-learning scheme

Figures 12 and 13 present the distribution situation of the
unknown activity data after the t-SNE dimension reduction

T\
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Fig. 13 Clustering result for unknown activity data by using the
DBSCAN. (Unknown activities: Run and Upstairs)

and the DBSCAN clustering, respectively. Obviously, both
algorithms work well in the proposed self-learning model.
The samples labeled “5” and “6” in Fig. 12 denote the
two types of unknown activities: “Run” and “Upstairs”,
while other samples labeled from “1” to “4” are the known
activity samples. From the figure, we find that the t-SNE
algorithm makes the samples belonging to the same class
cluster together. Moreover, the t-SNE can also cluster some

known activity samples together, or scatter them in the re-
gion with small sample density, which will be recognized as
noise points (the solid black points in figures) by the
DBSCAN algorithm. Therefore, the probability that these
known activity samples are mistakenly labeled as the un-
known activity is reduced.

Figure 14 shows the accuracy of the proposed self-learning
scheme under the combination of different types of unknown
activities. It is obvious that the accuracy reaches above 80 %
in most cases after the self-learning process converges.
Sometimes it reaches even above 90 %, which demonstrates
the feasibility and efficiency of the self-learning process when
there exist several types of unseen activities without any
apriori information in training dataset.

Conclusions

We have proposed a self-learning data analysis scheme for
patients’ activity recognition. By using this scheme, a patient
only needs to carry an ordinary smartphone which contains
motion sensors for automatic data collection and uploading.
The server preprocesses the sensor data to eliminate orienta-
tion influence, and then extracts a set of effective features from
the data for further analysis. Moreover, a self-learning frame-
work is proposed for recognizing unpredictable activities
without any apriori knowledge in the training dataset. A key
functional module in self-learning process is the proposed
KNFST-based novelty detection algorithm, which determines
whether there are apriori categories in the training dataset that

Fig. 14 Accuracy performance : :
of the proposed self-learning 1.0
scheme T
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9
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5
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well match with the unpredictable activity data. If not, these
data are automatically assembled into clusters with new cate-
gory labels. The clustered samples combined with the ac-
quired new category labels are then merged into the training
dataset to reinforce recognition ability of the self-learning
model. Experiments have demonstrated the feasibility and ef-
ficiency of the self-learning scheme for unpredictable activity
recognition. In the future work, we plan to recruit more vol-

Appendix

unteers for sensor data collection and performance evaluation
of the proposed scheme.
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The KNFST-based novelty detection algorithm

Input:
X, €R™": msamples, n features
X, €R™: ksamples, n features

Model : model obtained by training
Output:

scores . kx1column vector corresponds to k novelty values of &k samples

1. Compute kernel matrix K, € R™*, where all elements of every position

satisfy k(x,.,xj) x,€X,.and x, €X

test

2. Compute projection of test samples 7, == K, - Model. proj

Compute the distance of projections between test samples and each class

Dist = euclidean ( T , Model .classCenter)

4. Compute the novelty of i-th sample F(:) = min,-e[ Lc]Dist(i, j)

Discriminate whether the sample is a novel sample or not according to

formula 15
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