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Abstract. Human motion recognition using wearable sensors is becoming a 

popular topic in the field of mobile health recently. However, most previous 

studies haven’t solved the problem of unlabeled motion recognition very well 

due to the limitation of learning ability of their systems. In this paper, we propose 

a self-learning based motion recognition scheme for mobile healthcare, in which 

a patient only needs to carry an ordinary smartphone that integrates some 

common inertial sensors, and both labeled and unlabeled motion types can be 

recognized by using a self-learning data analysis scheme. Experimental results 

demonstrate that the proposed self-learning scheme behaves better than some 

existing ones, and its average accuracy reaches above 80% for motion 

recognition.  
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1 Introduction 

The wide application of motion recognition technologies has brought a growing number 

of new solutions to mobile healthcare including nursing care, disease prediction and 

fitness tracking. For instance, nursing staff may receive a warning message 

immediately when abnormal actions (e.g. falling down) of postoperative patients are 

detected, so that sick people can receive prompt medical aid 1. Besides, some kind of 

diseases like Parkinson’s or epilepsy may be inferred through motion recognition when 

a person often behaves frequently-occurring actions that deviate from normal ones [2]. 

Furthermore, motion recognition can be employed to estimate the amount of exercise 

for sport guidance and diet recommendation [3]. 

Generally speaking, the existing motion recognition methods for mobile healthcare 

can be divided into two categories: traditional methods [4, 5] and sensor-based methods 

[6, 7]. Based on consideration of real-time and cost, the sensor-based methods have 

currently received more attention than the traditional ones. Moreover, smartphone-

based methods [8] have been gradually considered as a simplified implementation of 

sensor-based methods, since an ordinary smartphone usually integrates several different 

kinds of inertial sensors. However, there is also a difficulty that may affect the 
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performance of smartphone-based or sensor-based motion recognition methods. It is 

how to recognize “unseen motions” in the absence of their apriori information in a 

training dataset. Generally, we define “seen motions” and “unseen motions” as follows: 

the labeled data samples of seen motions have already existed in the training dataset, 

whereas unseen motions are the ones whose labels have been unknown before, so there 

is no training sample for them. Considering that there are a great number of 

unpredictable activities in a person’s daily life, it is unrealistic to collect sample data of 

all motion types in advance for training. Therefore, unseen motion recognition is of 

practical significance due to diversity of human activities and limitation of training 

datasets. Cheng et al. [9] proposed a zero-shot learning approach to recognize unseen 

motions. They used semantic attributes to represent patient motions, and then employed 

an attribute-based learning algorithm for recognition. Although their approach could 

recognize unseen motions by generalizing knowledge, there was a limitation that 

semantic attributes of unseen motions should be manually defined before, which 

implied that there still existed apriori information for unseen motions. Yin et al. [10] 

presented an approach to detect abnormal and unseen motions using the combination 

of one-class support vector machine (SVM) and kernel nonlinear regression (KNLR). 

However, they assumed that there still existed sparse training samples of the abnormal 

and unseen motions. 

To the best of our knowledge, there have been few related studies on smartphone-

based motion recognition when there is no apriori information for unseen motions. A 

similar work is given by Ho. et al [11], in which they proposed an active-learning 

assisted motion recognition method. However, they did their experiment in an 

intelligent-home environment where lots of sensors had been deployed before, which 

greatly increased implementation complexity and cost. 

In this paper, we propose a self-learning based patients’ motion recognition scheme 

by using a smartphone for mobile healthcare. Based on a novelty-detection algorithm, 

the scheme determines whether there are apriori training samples and labeled motion 

types that well match with sensor data. If not, it automatically assembles these unseen 

motion data into different clusters and gives them new category labels. These clustered 

samples combined with the acquired new category labels are then merged into the 

training dataset to retrain the whole self-learning model for the improvement of its 

learning ability. Experimental results demonstrate that the proposed self-learning 

scheme for motion recognition works well for most cases. When there exist several 

types of unseen activities without any apriori information, the accuracy reaches above 

80% after the self-learning process converges. 

The remainder of this paper is organized as follows. In Section 2, we describe data 

acquisition and data processing. In Section 3, we propose the entire self-learning 

framework which contains several algorithms for different purposes. In Section 4, 

experiments are given for performance evaluation and comparison. Finally, we draw 

conclusions in Section 5. 
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2 Data acquisition and processing 

2.1 Smartphone-based data acquisition.  

An ordinary smartphone usually has abundant built-in motion sensors, such as an 

accelerometer, gyroscope, magnetometer, gravity accelerometer and linear 

accelerometer. The sensors involved in our scheme and the corresponding data 

definition are listed in Table 1. 

As shown in Fig.1, in order to achieve data collection in a real environment, we 

develop an application (APP) program based on an Android platform which contains 

several functions, such as data acquisition and uploading. Meanwhile, we employ a 

“Java+Spring” framework to develop a set of application programming interface (API) 

for the user to upload sensor data to the server. Data are finally stored in the MySQL 

database for motion recognition. 

Table 1. Motion sensors in our scheme  

Sensor Unit Description 

Accelerometer 2/m s  Acceleration along the three axes (x, y, z)      

Gyroscope /rad s  Angular velocity around (x, y, z) 

Magnetometer T  Geomagnetic field intensity along (x, y, z) 

Gravity accelerometer 2/m s  Gravitational acceleration along (x, y, z) 

Linear accelerometer 2/m s  Linear acceleration along (x, y, z) 

 

 

                 
Fig. 1. APP interface for data acquisition       Fig. 2. Smartphone coordinate system  



2.2  Data Preprocessing 

Note that the sensor data in Table 1 are measured in a smartphone coordinate system 

instead of an earth coordinate system. As shown in Fig.2, a smartphone coordinate is 

the coordinate system relative to the phone screen in its default orientation. The 

directions of the smartphone coordinate axes change together with the change of screen 

orientation. Usually, the phone orientation in a pocket is not unsteady because of body 

movements. Values of sensor data measured in a smartphone coordinate system are 

inevitably and easily affected by orientation variation. Therefore, all sensor data should 

be rotated into an earth coordinate system to eliminate differences in orientation 

variation. 

To solve the problem of orientation variation, sensor data are preprocessed using 

coordinate system transformation to eliminate phone orientation influence. Generally, 

coordinate system transformation is implemented by using a rotation matrix R  from 

one coordinate system to another as follows: 
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  Fortunately, the application programming interface (API) for Android application 

development provides a function “getRotationMatrix”1 in which the rotation matrix 

R  has already been given. Based on this function, data values measured in an earth 

coordinate system can be obtained as follows: 

 _ _linear acc earth acc gravity  R
             

(2) 

_gyro earth gyro R                     
(3) 

where: acc , gyro  and gravity  denote the acceleration, angular velocity and 

gravitational acceleration in a smartphone coordinate system, respectively; 

_ _linear acc earth  and _gyro earth  represent the linear acceleration and 

angular velocity in an earth coordinate system, respectively. Because acc  contains a 

gravitational acceleration component, the linear acceleration created only by the 

patient’s movement can be obtained through acc  minus gravity . 

  We have five types of sensor data (Table 1) by direct measurement and two calculated 

values (Eq.2 and Eq.3). Each of these seven physical quantities contains three-axis 

components. Considering time sampling, all sensor data over an entire observation 

duration can be represented as a 21 N  data matrix, where N  denotes the sampling 

number. Then we use a fixed-size sliding window with 50% overlap to divide the 

21 N  data matrix into many small data slices, which will be prepared for feature 

extraction in Section 2.3. 

                                                           
1  See the help document of Android developer. 

http://developer.android.com/reference/packages.html 
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2.3 Feature Extraction 

For the purpose of representing motion characteristics and preventing performance 

degradation, we present a set of robust and effective features which can be extracted 

from the above data slices, based on several previous studies [12, 13]. The detailed 

features are listed as follows: 

 Descriptive statistics. We use seven common statistical indicators: standard 

deviation, mean, maximum value, minimum value, 50% quantile, skewness2 and 

excess kurtosis3. 

 Correlation coefficients. Correlation coefficients describe the correlation between 

two random variables. We use two common correlation coefficients: Pearson’s 

correlation coefficient4 and Spearman’s rank correlation coefficient5. 

 Zero-crossing rate. The zero-crossing rate is given by: 

 
1

1
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sgn 1 0

1

T

t tt
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


  


                 (4) 

where: s  is a signal of length T ; the function  sgn w  is equal to 1 or 0 when the 

value of w  is true or false, respectively. Here we calculate the zero-crossing rate of 

the data for each axis. 

3 The self-learning scheme for recognition of both seen and 

unseen motions  

3.1 Framework of the self-learning scheme 

Traditional data classifiers have no ability to recognize unseen motions accurately. Here 

we propose a self-learning motion recognition scheme. It adaptively distinguishes “seen 

motions” and “unseen motions”, and then automatically learns new categories from the 

“unseen motions” to reinforce the ability of motion recognition by itself. The 

framework of the self-learning scheme is shown in Fig.3. The self-learning framework 

contains several main modules as follows: 

 Module 1: Novelty detection. A kernel null Foley-Sammon transform (KNFST) [14] 

based novelty detection algorithm is proposed to automatically determine whether 

test data belong to “seen motions” or “unseen motions”;  

 Module 2: Classification of “seen motions”. A random forest algorithm [15] is 

employed to generate a classifier. Sensor data belonging to “seen motions” can be 

further classified into several known categories, which also means patients’ motions 

are recognized. 

                                                           
2  Wikipedia: skewness. https://en.wikipedia.org/wiki/Skewness 
3  Wikipedia: Kurtosis. https://en.wikipedia.org/wiki/Kurtosis 
4  Wikipedia:https://en.wikipedia.org/wiki/Pearson_product-moment_correlation_coefficient 
5  Wikipedia: https://en.wikipedia.org/wiki/Spearman%27s_rank_correlation_coe_fficient 



 Module 3: Clustering of high-dimensional “unseen motions” data. Since “unseen 

motions” data are usually represented with high-dimensional feature vectors, we 

employ a t-distributed stochastic neighbor embedding (t-SNE) algorithm [16] for 

dimension reduction, combined with a density-based spatial clustering of 

applications with noise (DBSCAN) algorithm [17] for low-dimensional data 

clustering. 

 

Fig. 3. Framework of the self-learning scheme 

  The proposed scheme creatively integrates novelty detection, classification of “seen 

motion” data, clustering of high-dimensional “unseen motion” data and feedback into 

a comprehensive self-learning framework. The detailed working procedure can be 

described as follows: 

 Step1: Training. Train the KNFST-based novelty detector in Module 1 and the 

random forest classifier in Module 2 according to the training dataset. 

 Step 2: Recognition. Determine whether the test data belong to “seen motion” types 

by using the KNFST-based novelty detector. If so, import the data into the random 

forest classifier for motion recognition; if not, import the data into a data pool of 

unseen motions for the following self-learning. 

 Step 3: Self-learning. When the data of unseen motions accumulate enough in the 

pool, start up a self-learning process. Firstly, reduce the dimension of the data 

represented with high-dimensional feature vectors by using the t-SNE algorithm. 

Next, cluster the data with the DBSCAN algorithm to put similar unseen motion data 

into the same category. Thirdly, label each cluster manually to give each category of 

unseen motion a class name. Note that artificial labelling is just to give each cluster 
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a concept that people can understand. In fact, new classes have been automatically 

learned by the self-learning model. 

 Step 4: Feedback and update. These sample clusters with new category labels are 

merged into the original training dataset to retrain the KNFST-based novelty detector 

and the random forest classifier, so that ability of the self-learning model can be 

reinforced. 

Note that the framework of the proposed self-learning scheme contains four 

important algorithms: the KNFST-based novelty detection algorithm, random forest,  

t-SNE and DBSCAN, among which the latter three algorithms are proposed by some 

previous studies, whereas the first one is proposed by us on the basis of the KNFST. 

Therefore, we will discuss the KNFST-based novelty detection algorithm below. 

3.2 The KNFST-based novelty detection algorithm 

In the field of machine learning, the problem of identifying whether a test sample 

belongs to a known type or not is defined as “novelty detection”. Novelty detection 

proves to be a complicated problem for high dimensional data [18]. Unfortunately, 

sensor data are often represented as high-dimensional feature vectors after feature 

extraction, which makes the design of novelty detection in our scheme more 

complicated. To solve this problem, we propose a novelty detection algorithm based on 

the kernel null Foly-Sammon transform (KNFST). 

KNFST is a mapping transformation which attempts to map the samples of the same 

class into a single point, while the samples of different classes are mapped into different 

points, respectively. Based on this transformation, we implement novelty detection as 

follows: 

 Step 1: Training. Relying on the KNFST, find out an optimal transformation matrix 

W  according to the training data. Optimization of W  ensures that the inner-class 

divergence is equal to 0, while the inter-class divergence is as large as possible. So 

we can calculate W by maximizing the ratio of the inner-class divergence and the 

inter-class divergence. 

 Step 2: Definition of novelty score. As shown in Fig.4, define “novelty score” of an 

observation sample y  as the smallest distance from its projection point to central 

points of all classes, which is represented as follows: 

   * ( )

1
min , i

i C
NoveltyScore distance t t

 
y             (5) 

If y  belongs to a known class, its novelty score is inevitably small. Otherwise, y  

is mapped far away from central points of all classes, which leads to a large novelty 

score of y . 

 Step 3: Threshold-based Decision. An appropriate threshold   should be selected 

for decision. Threshold-based decision is represented as follows: 
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          (6) 

Generally, the optimal value of  is often given by experiments.  

 

Fig. 4.  Geometrical principle of the KNFST-based novelty detection algorithm 

4 Experiments 

4.1  Data Preparation 

To verify the robustness of the proposed scheme under the condition of different 

smartphone orientations and positions, we consider 4 different orientations (vertically 

inward, vertically outward, horizontally inward and horizontally outward) and 2 

positions (coat pocket, and trouser pocket). Moreover, we select 6 common types of 

motions (walking, running, going upstairs, going downstairs, standing and sitting) as 

the initial “seen motion” types to build a training dataset. All training data in 

experiments are collected from two postoperative patient volunteers recruited from 

Beijing KangFu Hospital in China. Volunteers keep doing each type of motions with 

each orientation and each position for 5 minutes, so that two volunteers generate the 

training data with the total amount of 4 (orientations)   2 (positions)   6 (activity 

types)   2 (volunteers)   5 (minutes) = 480. In addition, the sampling frequency is 

set as 25Hz. After data acquisition, we implement data preprocessing and feature 

extraction as described in Section 2.2 and 2.3. 
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4.2  Evaluation Criteria 

For multivariate classification, accuracy is a typical and common index to evaluate 

classification performance. It is defined as the percentage of correctly predicted 

samples in the whole sample set, which is given by: 

   
1

1
ˆ ˆ, sgny y

n

i ii
Accuracy y y

n 
                    (7) 

where: y  and ŷ  represent real type vector and predicted type vector, respectively. 

4.3  Experimental Results 

A. Performance of the proposed KNFST-based novelty detection algorithm 

To evaluate performance of the KNFST-based novelty detection algorithm, we 

compare it with other two common novelty detection algorithms: One-class SVM [19] 

and Binary SVM [20]. In addition, we employ a “Random” method as the baseline of 

novelty detection performance. It is considered as the worst novelty detection method, 

since it determines whether the test data belong to the seen or unseen motions only by 

the ratio of seen and unseen sample numbers. 

 

Fig. 5. Accuracy performance of the four novelty detection algorithms                      

(Under only one type of unseen motion) 

Fig.5 shows accuracy performance of the four novelty detection algorithms for different 

types of unseen motions, in which “kernel” denotes our algorithm. From the figure, we 

can see that the detection accuracy of our algorithm is much higher than others in all 

cases. Besides, we find that the accuracy of our algorithm is always higher than 80% 

except when the unseen category is “standing” or “sitting”. The reason is that the body 

is quiescent under both “standing” and “sitting” states, which makes the algorithm 

difficult to distinguish them. 



B. Performance of the proposed self-learning scheme 

 

Fig. 6. Dimension reduction result              Fig. 7. Clustering result 

Fig.6 and Fig.7 present the distribution of the unseen motion data (Run and Upstairs) 

after the t-SNE dimension reduction and the DBSCAN clustering, respectively. The 

samples labeled “5” (red) and “6” (yellow) in Fig.6 denote the two types of unseen 

motions: “Run” and “Upstairs”, while other samples labeled from “1” to “4” are the 

seen motion samples. We find that the t-SNE algorithm makes the samples belonging 

to the same class cluster together. Moreover, the t-SNE can also cluster some seen 

motion samples together, or scatter them in the region with small sample density, which 

will be then recognized as noise points (the solid black points) by the DBSCAN 

algorithm in Fig.7 Therefore, it reduces the probability that these seen motion samples 

are mistakenly labeled as the unseen motions. 

 
Fig. 8. Accuracy performance of the proposed self-learning scheme 
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Fig.8 shows the accuracy of the proposed self-learning scheme under the 

combination of different types of unseen motions. It is obvious that the accuracy 

reaches above 80% in most cases after self-learning, which demonstrates the feasibility 

and efficiency of the self-learning process when there exist several types of unseen 

motions without any apriori information in the training dataset. 

5 Conclusions 

We have proposed a self-learning based motion recognition scheme. In our scheme, a 

patient only needs to carry an ordinary smartphone which contains motion sensors for 

automatic data collection and uploading. The server preprocesses the sensor data to 

eliminate orientation influence, and then extracts a set of effective features from the 

data for further analysis. Moreover, a self-learning framework is proposed for 

recognizing unpredictable activities without any apriori knowledge in the training 

dataset. A key functional module in self-learning process is the proposed KNFST-based 

novelty detection algorithm, which distinguishes unseen and seen motions well. 

Experiment results demonstrate the feasibility and efficiency of the self-learning 

scheme for unpredictable motion recognition. 
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