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Abstract. Owing to the subjectivity of graders and the complexity of
assessment standard, grading is a tough problem in the field of educa-
tion. This paper presents an algorithm for automatic grading of open-
ended Chinese reading comprehension questions. Due to the high com-
plexity of feature engineering and the lack of consideration for word order
in frequency based word embedding models, we utilize long-short term
memory recurrent neural network to extract semantic feature in student
answers automatically. In addition, we also try to impose the knowl-
edge adaptation from web corpus to student answers, and represent the
students’ responses to vectors which are fed into the memory network.
Along this line, the workload of teacher and the subjectivity in reading
comprehension grading can both be reduced obviously. What’s more,
the automatic grading methods for Chinese reading comprehension will
be more thorough. The experimental results on five Chinese and two
English data sets demonstrate the superior performance over compared
baselines.
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1 Introduction

It is a tough problem in the field of education when grading student answers
because of the subjectivity of graders and the complexity of assessment stan-
dards. Particularly, with the evolution of e-learning and online examination, the
demand for assessment is increasing. It is apparent that hiring a great num-
ber of teachers is not a cost-efficient way. A growing number of researchers
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have engaged in automatic grading, especially automatic reading comprehension
grading [1,10,16–18]. Nevertheless, there is little research on automatic open-
ended Chinese reading comprehension grading. Therefore, it is fairly essential
to develop automatic grading methods for open-ended Chinese reading compre-
hension questions.

Table 1. Sample of open-ended Chinese reading comprehension

The reading comprehension question is the one that students should read
a text and answer the questions about it. The questions can be designed with
different openness. In this paper, we concentrate on the open-ended reading
comprehension questions. As the example shown in Table 1, after reading a text,
the students may be asked to express their understanding about the given text
according to their actual experience. The students may answer this question
differently since their different experiences and understandings. Moreover, the
sentence semantic and words used by different students maybe divergent and
diverse, which make the open-end reading comprehension actually no reference
answers.

In the past few years, most of methods for automatic reading comprehension
grading are based on two assumptions: (1) Reading comprehension is close-ended
and can be graded by recognizing some specific words without considering word
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orders in student answers. (2) Reading comprehension questions would provide
graders with reference answer. However, a large proportion of Chinese reading
comprehension questions is open-ended and there is few specific words among
student answers. Under this circumstance, automatic grading by specific words
based on bag-of-words models without word orders would be invalid. What’s
worse, most of Chinese comprehension lack of reference answer, thus the auto-
matic grading methods based on reference answers would not work.

Based on the analysis above, we have the following motivations to propose a
new automatic reading comprehension grading model:

(1) These are enormous demands for automatic reading comprehension grading.
(2) It is significant to propose a framework for grading reading comprehension

without reference answers.
(3) It is crucial to take word orders into consideration for automatic reading

comprehension grading methods.

Along this line, we try to formalize the automatic open-ended Chinese reading
comprehension grading problem as text classification. In this way, the algorithm
can be conducted without reference answers. For word level, we represent each
word as a vector trained by continuous bag-of-words model (CBOW) [20]. For
sentence level, long-short term memory recurrent neural network (LSTM) [9]
is used to model student answers by calculating the word embedding based on
CBOW. LSTM is well approved to model sequence data, which can be used to
extract word order features in student answers. We validate our model on seven
data sets, including Chinese and English reading comprehension questions. The
extensive experimental results demonstrate the superiority of our method over
several state-of-the-art baselines in terms of QWKappa (Cohen’s kappa with
quadratic weight), accuracy, precision, recall, and F1-score.

The remainder of this paper is organized as follows. Section 2 introduces the
framework and its solution details. The experimental results are reported in
Sect. 3. Section 4 discusses the related work and finally Sect. 5 concludes.

2 Model for Automatic Open-Ended Chinese Reading
Comprehension Grading

Figure 1 shows the framework and the training process of our proposed model,
which is constructed based on continuous bag-of-words model (CBOW) [19] and
long-short term memory recurrent neural network (LSTM) [9]. CBOW is a word
embedding model, which represents each word as a vector. These word vectors
are fed into LSTM in sequence. LSTM is a variant of recurrent neural network
(RNN), and we take the advantage of LSTM to extract semantic information
of each student answer. We use Adam in [14] to minimize the cross-entropy [4]
loss function. In order to train the CBOW model more quickly and accurately,
we utilize knowledge adaptation to transfer the external knowledge from web
corpus to student answers (target corpus). Next, we will introduce the details of
our model.
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Fig. 1. Framework of our proposed model.

2.1 Negative Sampling Based Continuous Bag-of-Words Embedding

One hot encoding is a prevalent word representation method for neural net-
work based natural language processing tasks. It encodes each word as a vector
by marking at its index in vocabulary. However, encoding words in this way
can not measure the distances among words. What’s worse, it may be high-
dimensional as the growth of vocabulary. Hence many word representation mod-
els are proposed for estimating continuous representations of words, including
the prominent Latent Semantic Analysis (LSA) and Latent Dirichlet Allocation
(LDA) [19]. In this paper, we use distributed representations of word learned by
deep learning. Distributed representations proved to perform better than LSA
for preserving linear regularities among words [19,21,28].

According to [19], the basic CBOW model is similar to the feed-forward
neural network language model (NNLM) in [3], where the non-linear hidden
layer is removed and the projection layer is shared for all words. In this paper,
we also utilize negative sampling proposed in [20] for CBOW model that results
in faster training and better vector representation for frequent words. Next, we
would like to introduce the CBOW model more clearly.

Input Layer: For one of the target word wk in a sentence, there are 2c
words including c precedent words wk−c, ..., wk−2, wk−1 and c posterior words
wk+1, wk+2, ..., wk+c are used as context words of target word wk, and we ini-
tialize the vector for each word in d-dimension randomly. These vectors will be
updated by back propagation and used as input in look-up table layer.
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Project Layer: Averaging all word vectors in each position to a vector vk

according to Eq. (1)

vk =
1
2c

k+c∑

i=k−c,i�=k

vi, (1)

where vi is the vector of word wi.

Output Layer: For all words in the corpus, the CBOW model try to predict
each target word wk based on the context information vk. The loss function is
as Eq. (2):

LCBOW = log

|D|∏

k=1

{δ(vT
k θk)

|NEGk|∏

j=1

[1 − δ(vT
k θj)]}, (2)

where D is the whole word vocabulary for a corpus, NEGk is the negative sam-
pling set of target word wk. Although the noise words in negative sampling set
for each word is diverse, the total number of noise words |NEGk| are the same.
δ(vT

k θk) is the likelihood of correct prediction, while δ(vT
k θj) is the likelihood of

negative prediction and j is the word index in negative sampling set. The model
maximizes the LCBOW , so that the likelihood of correct predication would be
maximized and the likelihood of negative predication would be minimized at the
same time. The back propagation would update context information vk and the
random initialized word vector during optimizing the CBOW model.

2.2 Knowledge Adaptation for Continuous Bag-of-Word Embedding

According to [25], the parameters in earlier layers of neural network which
trained on large data sets are general to different tasks. Therefore, using existing
parameters for initialization can benefit performance improvement and time-
saving. Knowledge adaptation is a technique that aims to adapt pre-trained
models to new natural language processing tasks.

As we have mentioned in the last subsection, the continuous bag-of-words
(CBOW) model contains three layers, and weights of each layer are updated by
back propagation. The word vectors initialized on input layer would be updated
as well. Hence we first train CBOW model on large scale corpora (wikipedia)
and transfer the existing word vectors to input layers, and add new initialized
word vectors to target automatic grading task. In this way, the existing vectors
transferred from large corpora would complete training quickly and the vectors
for new words on target tasks would be trained precisely with accurate pre-
trained context word vectors. Finally, the external knowledge learned from large
scale corpora would be adapted for new automatic grading tasks.

2.3 Recurrent Layer

Frequency based word embedding models are well-known for statistic machine
learning based automatic grading methods. Boolean vectorization is a model
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that reflects whether a word occurs in a document or not. And term frequency-
inverse document frequency (TF-IDF) [13] is a numerical statistic that reflects
how important a word is to a document in a collection or corpus. Since these
models ignore context information in student answers, therefore we utilize the
excellent sequence modeling technique LSTM to learn the semantic features of
student answers.

LSTM contains special units called memory blocks in the recurrent hidden
layer of RNN, which further contains memory cells with self-connections to store
the temporal state of the network, and special multiplicative units called gates to
control the information flow. Every block in the architecture contains an input
gate and an output gate. The input gate controls the flow of input activations
into memory cell, and the output gate controls the output flow of cell activations
into the rest of the network [9]. The LSTM functions are as follows,

it = σ(Wixt + Uiht−1 + bi), ft = σ(Wfxt + Ufht−1 + bf )
c′
t = tanh(Wcxt + Ucht−1 + bc), ct = it ◦ c′

t + ft ◦ ct−1

ot = σ(Woxt + Uoht−1 + bo), ht = ot ◦ tanh(ct)
(3)

where xt and ht are the input and output vectors at time t, Wi, Wf , Wc, Wo,
Ui, Uf , Uc, and Uo are weight matrices and bi, bf , bc, and bo are bias vectors, ◦
is the element-wise multiplication, and σ represents the sigmoid function.

2.4 Fully-Connected Layer with Softmax Activation

After learning sequence features from student answers, we utilize a fully-
connected layer and softmax activation [6] to calculate the output probability of
each score. Assuming that there are K possible scores for each answer, and the
output is a K-dimension vector as follows,

hθ(xi) = [P (yi = 0|Si; θ), P (yi = 1|Si; θ), · · · , P (yi = K − 1|Si; θ)]
� (4)

where P (y = k|S; θ)(k = 0, 1, · · · ,K − 1) is the probability of each score for a
student answer, and θ indicates the parameter in fully-connected layer. Finally,
we use the Adam optimization algorithm [14] to minimize the cross-entropy [4]
loss function on training data.

3 Experiments

To validate the effectiveness of our proposed model, we conduct experiments on
seven data sets and compare it with several state-of-the-art baselines. Moreover,
we also compare our proposed model with CBOW without knowledge adapta-
tion, TCBOW train on student answers and SCBOW train on web corpus.
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3.1 Data Sets and Preprocessing

The details of all data sets are showed in Table 2, where “Avg#word” denotes
the average number of words for student answers, “#samples” denotes the total
number of student answers for each data set, and “QWKappa” denotes the grad-
ing consistency between two graders. For Chinese data sets, we utilize Chinese
word segmentation system jieba1 to segment Chinese words. For English data
sets, we use scikit-learn2 to tokenize and extract answer features.

Table 2. Overview of all datasets

Problem Avg#word #samples #Score level Language QWKappa

CRCC1 39 2579 0–4 Chinese 0.9847

CRCC2 33 2571 0–2 Chinese 0.9723

CRCC3 26 2382 0–3 Chinese 0.9427

CRCC4 27 2458 0–4 Chinese 0.9733

CRCC5 31 2538 0–3 Chinese 0.8319

ASAP-SAS3 47 2297 0–2 English –

ASAP-SAS4 40 2033 0–2 English –

CRCC Data Set: To evaluate our model in Chinese answers, we construct a
Chinese Reading Comprehension Corpus (CRCC). In order to ensure the reliabil-
ity of the grading label, two Chinese teachers were asked to grade the answer indi-
vidually. The consistency of the two teachers’ scoring is evaluated by QWKappa.
The QWKappa scores of CRCC are shown in Table 2, which demonstrates the
label of each data set is reliable (i.e., the value of QWKappa is required to larger
than 0.8). Higher value of QWKappa indicates a higher consistency between the
two teachers’ scores. At last, two teachers will discuss to make agreements on
those answers that with different scorings.

ASAP-SAS Data Set: There are ten data sets in Kaggle Automatic Stu-
dent Assessment Prize: Short Answer Scoring (ASAP-SAS)3 (denoted as ASAP-
SASx, x ∈ {1, 2, · · · , 10}). We combine the training and test data from the
leaderboard solution to a complete data set. According to the data description
on that competition web site, ASAP-SAS3, 4, 7, 8, 9 are normal reading com-
prehension questions, which belong to “English language arts” and “English”
subjects. Students should read a text in these questions and extract informa-
tion from it. However, only the openness of ASAP-SAS3 and 4 fit our openness
definition. Therefore, we select them for experiments, which have about 2000
samples in each question and average number of words is from 40 to 50.

In total, we construct 7 automatic open-ended reading comprehension grad-
ing tasks for each automatic grading model, 5 for Chinese and 2 for English.
1 https://github.com/fxsjy/jieba.
2 http://scikit-learn.org/stable/index.html.
3 https://www.kaggle.com/c/asap-sas/data.

https://github.com/fxsjy/jieba
http://scikit-learn.org/stable/index.html
https://www.kaggle.com/c/asap-sas/data
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3.2 Baselines

We compare our model, denoted as KAGrader, with several state-of-the-are base-
line automatic scoring models, including MLR [17], ZNB [26], DJDT [7,12],
HSVM [11].

Implementation Details: All these baselines of MLR, HSVM, DJDT and ZNB
are implemented by scikit-learn. We utilize gensim [22]4 to train CBOW model
and the size of window for posterior and precedent words is 5, and the words
whose frequency below 5 are ignored. The size of negative sampling sets is set
to 5, and the wikipedia corpus5 is used for knowledge adaptation.

For TCBOW, SCBOW and KAGrader, LSTM are implemented by the deep
learning library keras [5]. For CRCC and ASAP-SAS data sets, the numbers of
nodes in recurrent layers are {128, 128} and batch size are {512, 1024}, respec-
tively. Finally, we all use 5-fold cross validation to evaluate our approach and
baselines.

3.3 Results and Analysis

Except for four baselines, we also investigate the performance of our model with-
out knowledge adaptation. Specifically, “TCBOW” only uses corpus from stu-
dent answers (target corpus), and “SCBOW” uses Chinese or English wikipedia
corpus (source corpus). While our model “KAGrader” considers both wikipedia
corpus and student answers for knowledge adaptation, and all the results are
reported in Tables 3 and 4. From these results, we have the following observa-
tions,

(1) HSVM is still a strong baseline which outperforms the other baselines many
times, indicating that bag-of-words models can be improved by carefully
selecting competitive classifier.

(2) TCBOW has worse performance than SCBOW. We conjecture that the
volume of corpus has great influence on CBOW training. Therefore, it is
significant for us to utilize the large source corpus to help train the target
corpus vectors.

(3) KAGrader outperforms all the baselines in terms of QWKappa and average
accuracy, which indicates that our model can combine the advantages of
TCBOW and SCBOW.

It is worth mentioning that for neural approaches, sometimes it is limited to
use the source corpus word vectors since some keywords may not appear in
large source corpus, which may lead to the loss of important information in
target student answers and output pure performance. Also the vector training
performance is influenced by the volume of data set.

To further compare the behavior between bag-of-words models and our pro-
posed model, we choose several student answers for analyzing.
4 https://radimrehurek.com/gensim/index.html.
5 https://dumps.wikimedia.org/.

https://radimrehurek.com/gensim/index.html
https://dumps.wikimedia.org/
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Table 3. QWKappa on all data sets

MLR ZNB DJDT HSVM TCBOW SCBOW KAGrader

CRCC1 0.3697 0.1970 0.2959 0.4015 0.2213 0.4431 0.4520

CRCC2 0.3915 0.1729 0.2556 0.4254 0.3752 0.4825 0.4983

CRCC3 0.7913 0.6340 0.8108 0.8680 0.7276 0.8364 0.8694

CRCC4 0.5142 0.2954 0.4333 0.5789 0.5693 0.5612 0.5911

CRCC5 0.6270 0.4465 0.6288 0.6522 0.4214 0.6754 0.7058

ASAP-SAS3 0.5604 0.5046 0.4558 0.5905 0.5947 0.6126 0.6430

ASAP-SAS4 0.5482 0.5644 0.4433 0.5695 0.5655 0.5717 0.6103

Average 0.5432 0.4021 0.4748 0.5837 0.4964 0.5976 0.6230

answer 1.

answer 2.

answer 3.

answer 4.

For these answers, HSVM and KAGrader grade the answer 1 successfully.
However, HSVM failed in answer 2 because it lack of some specific words such
as While KAGrader score it in a right way because
and are closely in CBOW word vector space and KAGrader can recognize
them to output a correct score. Furthermore, the figures of and are
exchanged in sentence 4, which leads to the failure of HSVM. In a word, HSVM
can not recognize the wrong sequence order, while KAGrader can take advantage
of LSTM to address this issue.

Table 4. Average accuracy, precision, recall and F1 on seven data sets

MLR ZNB DJDT HSVM TCBOW SCBOW KAGrader

Accuracy 0.6724 0.6645 0.6367 0.6868 0.7000 0.7256 0.7375

Precision 0.6628 0.6436 0.6334 0.6871 0.6821 0.7144 0.7281

Recall 0.6724 0.6645 0.6367 0.6868 0.7000 0.7256 0.7375

F1 0.6634 0.6304 0.6334 0.6844 0.6745 0.7125 0.7255

3.4 Parameter Sensitivity

In this section, we discuss how the number of nodes in recurrent layer and
the training batch size impact on the performance of our model. To tune the
hyper-parameters, we randomly selected two Chinese and all English problems.
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The number of nodes are sampled from {16, 32, 64, 128, 256}, and the training
batch size is sampled from {64, 128, 256, 512, 1024}. From these results in Fig. 2,
we finally set the numbers of nodes and training batch size to {128, 128, 128,
128} and {512, 512, 1024, 1024} for these four data sets. Furthermore, we tune
the size of negative sampling sets NEGk in CBOW models, and the size is
sampled from {1, 5, 10, 15, 20}. From the results, we finally set the same size to
5 for both Chinese and English data sets.

Fig. 2. Parameter sensitivity

4 Related Work

Short Answer and Reading Comprehension: NLP techniques are often
used to extract various features from student answer to measure the similarity
between the reference answer and student answers. Content Assessment Mod-
ule (CAM) used features to measure the overlap of content on various linguistic
levels [1]. The types of overlap include word unigrams, trigrams, text similarity
thresholds etc. Madnani et al. in [17] used eight features based on the rubric
(BLEU, coherence etc.) for summary assessment. After feature extracting pro-
cess, these features are used to train various classification, regression or clustering
models for grading new student answers automatically. Different machine learn-
ing models are utilized in ASAG task in [1,2,7,11,12,17,26]. Particularly, Zhang
et al. [27] introduced Deep Belief Network (DBN) into short answer.

Automatic reading comprehension grading is regarded as an exception of
ASAG, due to the fact that reading comprehension task need students to “under-
stand” the reading text assuredly, not just “recall” the external knowledge.
Meures et al. [18] considered that answers might show variation on different
levels (lexical, morphological etc.). Horbach et al. [10] demonstrate that the use
of text-based features can promote performance. Automatic reading comprehen-
sion grading was also investigated by Liu et al. [16] and Wang et al. [24].

Neural Network and Text Classification: A growing number of researchers
applied neural network techniques in text classification which is a relevant topic
for automatic grading. Graves et al. [8] applied LSTM into speech recognition.
Tang et al. utilized GRU in sentiment classification [23]. Lai et al. used R-CNN
in text classification [15]. Previous works reveal that neural network techniques
perform well in natural language processing, which may have significant impli-
cations to automatic open-ended reading comprehension grading.
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5 Conclusions

In this paper, we propose to combine continuous bag-of-words model (CBOW)
and long-short term memory recurrent neural network (LSTM) for automatic
open-ended Chinese reading comprehension grading. Our method does not rely
on any reference answer due to the fact that reference answer is not always avail-
able for most open-ended reading comprehension questions. Based on CBOW
and LSTM, our framework can extract semantic information automatically and
effectively by considering the word orders in student response. Additionally,
through knowledge adaptation, the external knowledge is transfered to present
corpus. Experiments on seven data sets, including Chinese and English, demon-
strate the effectiveness of the proposed method.
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dation of China (No. 61773361, 61473273), the Youth Innovation Promotion Associa-
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