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Abstract. Short answer question is a common assessment type of teach-
ing and learning. Automatic short answer grading is the task of auto-
matically scoring short natural language responses. Most previous auto-
graders mainly rely on target answers given by teachers. However, target
answers are not always available. In this paper, a deep autoencoder based
algorithm for automatic short answer grading is presented. The proposed
algorithm can be built without expressly defining target answers, and
learn the lower-dimensional representation of student responses. For the
sake of reducing the influence of data imbalance, we introduce the expec-
tation regularization term of label ratio into the model. The experimental
results demonstrate the effectiveness of our proposed method.
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1 Introduction

Grading short-answer questions with a natural language response automatically
has been extensively studied for a long time, due to the fact that Automatic Short
Answer Grading (ASAG) systems can overcome some limitations of human scor-
ing [1,2]. C-rater [3] is probably the most well-known system. With the devel-
opment of machine learning techniques, various machine learning algorithms
have been applied to ASAG task, such as Logistic Regression (LR) [4], Decision
Tree [5,6], k-Nearest Neighbor [7], Naive Bayes [8], Support Vector Machine
(SVM) [3,9], Deep Belief Network [10] and so on.

The traditional ASAG methods based on machine learning have the follow-
ing limitations. Firstly, much of the prior researches grade the student responses
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based on target answers provided by teachers. However, the target answers are
not always available. Secondly, the representations of student responses extracted
from natural language processing techniques are always high-dimensional and
high-sparse. Finally, for most traditional machine learning models, one of the
basic assumptions is that the distribution of class ratio on data should be bal-
anced. But this assumption is not satisfied in most cases.

Based on the analysis above, this paper is aiming at presenting an algorithm
for Chinese ASAG by only using graded student responses and without any tar-
get answers. The algorithm needs to be able to get the lower-dimensional repre-
sentation of student responses, and overcome the imbalance of data distribution.
Prompted by recent advances in learning more robust and higher-level represen-
tations in deep learning, especially deep autoencoder [11], we proposed the use
of deep autoencoder for ASAG, named Deep Autoencoder Grader (DAGrader).
Both accuracy and Quadratic weighted Kappa (QWKappa) are used to measure
the grading model.

2 Grading Model with Deep Autoencoder

In this paper, we consider ASAG task as a text classification problem. The classi-
fication algorithm based on deep autoencoder [11] is employed, which is shown in
Fig. 1. The deep autoencoder consists of two encoding and decoding layers. The
first and second hidden layer are the encoding layers. The first encoding layer
is the embedding layer, where the lower-dimensional representations of student
responses are learnt. The lower-dimensional representations of student responses
can retain the most salient information of the input data. The second encoding
layer is the label encoding layer, where the label information (i.e., the score of
the student response) is encoded using a softmax regression [12]. In addition, the

Fig. 1. Framework of the proposed model.
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encoding weights in the second hidden layer are also used for the final prediction
model. The third and fourth layer are the decoding layers, where the outputs of
the first and second hidden layers are reconstructed respectively.

In order to train the deep autoencoder model, there are four factors to be
considered in the loss function, i.e., the reconstruction error, the loss function of
softmax regression, the expectation regularization of class ratio and the model
parameter regularization. Specifically, the loss function of softmax regression
can incorporate the label information of student responses into the embedding
space; the expectation regularization of class ratio is introduced for reducing the
influence of data imbalance.

After the parameters of deep autoencoder are learnt, we can obtain the
lower-dimensional representation of student responses from the first encoding
layer. Two methods can be utilized to construct the text classifiers for automatic
grading task, which are named as DAGrader1 and DAGrader2. The first method
DAGrader1 is to use the second hidden layer’s output z. The corresponding label
of the maximum element of z is the predicted label of the input instance. The
second method DAGrader2 is to use the lower-dimensional representation of stu-
dent responses to train a classifier by applying standard classification algorithms.
We use random forest with 100 trees in this paper.

3 Data Description and Preprocessing

Our corpus consists of five data sets. Each of the data sets was generated from
a reading comprehension question. All responses were written by students in
Grade 8. In order to ensure the reliability of the label, all responses were hand
graded by two experienced human raters. The details of all data sets are showed
in Table 1.

Table 1. Overview of all datasets

Item ID #Samples Grading scheme #Avg-words #Unigram features #QWKappa

1 2579 5-point 39 1071 0.9847

2 2571 3-point 33 1644 0.9723

3 2382 4-point 26 618 0.9427

4 2458 5-point 27 655 0.9733

5 2538 4-point 31 768 0.8319

To obtain the input of the proposed algorithm, a series of standard natural
language preprocessing methods are conducted on data sets, including punctu-
ation removal, stop word removal and tokenization. The student responses are
preprocessed by using a parser called “jieba”1, which is a Python Chinese word

1 https://github.com/fxsjy/jieba.
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segmentation module. Then, we utilize a Python module named scikit-learn2 to
extract the n-gram features of the student responses.

4 Results and Discussion

We compare our model, denoted as DAGrader1 and DAGrader2, with several
automatic scoring models. LR (Logistic Regression) and SVM (Support Vector
Machine) are two efficient and well-known ASAG models. Yang et al. proposed
an ASAG model based on LSTM without grading rubrics in [13]. We utilize con-
tinuous bag-of-words model(CBOW) [14] to expand Yang’s model. CBOWa and
CBOWw are trained on our corpus and Chinese wikipedia corpus, respectively.

All the results of these five data sets are shown in Table 2, and we have the
following observations,

(1) DAGrader is significantly better than LR on every data set, which indicates
the efficiency of our proposed ASAG framework.

(2) SVM performs better than LR, which demonstrates the grading results can
be improved by applying a better text classifier. Yang’s expanded model
CBOWw has higher performance than the corresponding figures of LR and
SVM, indicating the importance of extracting deep semantic feature of stu-
dent answers.

(3) DAGrader1 and DAGrader2 outperforms all the baselines in term of accu-
racy, which shows that our proposed model can combine the merits of con-
ventional bag-of-words models and deep learning models.

Table 2. Accuracy and QWKappa on all data sets

Item ID LR SVM CBOWa CBOWw DAGrader1 DAGrader2

Accuracy (%)

1 55.86 54.82 57.17 62.33 64.65 62.23

2 66.47 65.85 71.06 71.84 71.60 71.84

3 81.82 88.62 84.84 88.92 89.50 88.19

4 57.53 58.67 62.21 61.87 63.21 66.67

5 76.40 76.60 74.31 80.77 81.50 80.54

Avg. 67.62 68.91 69.92 73.15 74.09 73.89

QWKappa

1 0.3697 0.4015 0.2213 0.4431 0.5185 0.5221

2 0.3915 0.4254 0.3752 0.4825 0.4915 0.4940

3 0.7913 0.8680 0.7276 0.8364 0.8539 0.8407

4 0.5142 0.5789 0.5693 0.5612 0.6257 0.6599

5 0.6270 0.6522 0.4214 0.6754 0.7360 0.7056

Avg. 0.5387 0.5852 0.4630 0.5997 0.6451 0.6445

2 http://scikit-learn.org/stable/index.html.
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5 Conclusions

In this paper, we tackle the ASAG task by using a deep autoencoder. Our method
does not rely on any target answer due to the fact that target answers are not
always available. Specifically, there are two layers for encoding in the deep model,
one is for embedding and the other is for label encoding. In the embedding layer,
we can get the lower-dimensional representations of student responses, which can
be used for text classifier construction. In the label encoding layer, we can easily
incorporate the label information into the text representation. Additionally, to
reduce the impact of data imbalance, we introduce an expectation regularization
of class ratio term into the loss function of the deep autoencoder. Experiments
on five Chinese data sets demonstrate the effectiveness of the proposed method.
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